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(57) ABSTRACT

A method for improving quality of low light video images
including: receiving a current video frame; temporally
enhancing it by applying a first weight matrix including
higher weight factors for stationary regions and lower weight
factors for moving regions to the received frame and a refer-
ence frame to generate an enhanced temporal video frame;
spatially enhancing the enhanced temporal video frame by
applying a second weight matrix including higher weight
factors for stationary regions and lower weight factors for
moving regions to generate an enhanced spatial video frame;
and motion enhancing the enhanced temporal video frame by
extracting matched rigid moving objects in a previous or
future frame and processing each of the extracted matched
rigid moving objects with a corresponding rigid object in the
enhanced temporal or spatial or raw current video frame.
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1
SYSTEM AND METHOD FOR SPATIO VIDEO
IMAGE ENHANCEMENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a divisional application of U.S. appli-
cation Ser. No. 14/018,952, filed on Sep. 5, 2013. The con-
tents of which are hereby incorporated by reference.

FIELD OF THE INVENTION

The present invention relates to image processing and more
particularly to a spatio temporal system and method for
enhancing low light video images.

BACKGROUND

Video/image processing in a low light environment intro-
duces a tension or tradeoff between noise and motion. The
low number of photons in the low light environment produces
noisy images. Increasing the exposure time of a camera to
allow collection of more photons reduces noise, but large
exposure time values could increase motion blur due to poten-
tial object motion within the exposure period. Motion blur
represents poor temporal resolution. That is, in images or
videos with motion blur, scene changes over a small time
interval are not resolved. Several solutions have been pro-
posed to reduce the noise of the video images in a low light
environment. For example 3-dimensional (3D) filtering
methods filter the video both in space (2D) and time (1D).
These methods attempt to decrease noise without increasing
motion blur.

Furthermore, 3D filtering methods are expensive since they
are computationally intensive, require large memory space
and bandwidth, and introduce artifacts. Typically, in these
methods, patch-based processing is required to compensate
for motion. A patch refers to one or more pixels around a pixel
of interest. To filter a pixel in a current frame, a patch around
the pixel is selected and processed with similar patches in the
current or other frames in the video. Such patch-based pro-
cessing methods reduce noise due to averaging of multiple
noisy pixels. Unlike reducing noise through increasing expo-
sure time, patch-based processing does not increase motion
blur due to appropriate selection of similar patches. A major
drawback of such patch-based processing is that such pro-
cessing is computationally extensive and expensive. More-
over, since 3D filtering methods compute a denoised image
from multiple image frames, they require large memory size
and high bandwidth.

Also, since at low light, noise and motion are similar,
separating motion from noise leads to unstable separation in
low-contrast regions of the image. Typically, 3D filtering
methods use thresholds for separating noise from motion.
When an object moves in a low-contrast background, such
threshold based separation of motion from noise would create
undesirable artifacts in video due to the similarity of motion
and noise. Additionally, temporal filtering degrades in perfor-
mance when performed after typical processing steps in a
video camera. For example, after mixing colors from the
neighboring pixels, i.e., demosaicking, a frame’s data size is
typically three times the original size leading to additional
complexity. Steps such as defect correction, white balancing,
color correction, gamma correction, and video compression
could alter pixel values differently in different frames leading
to suboptimal temporal filtering performance.
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In addition to temporal filtering, spatial filtering could also
be used to reduce noise. Typical methods of spatial filtering
involve averaging a noisy pixel with its surrounding pixels.
While such filtering reduces noise in smooth regions of an
image, it suffers from blurring out edges of the image. Edge
blur represents poor spatial resolution. That is, in images or
videos with edge blur, small details in the scene are not
resolved. Traditional methods, such as bilinear filtering, pre-
serve edges during denoising by performing computationally
complex operations such as comparing the current pixel value
with other pixel values in the neighborhood.

Accordingly, there is a need for an enhanced video image
processing technique that decreases noise while minimizing
motion blur and edge blur, without requiring a complex archi-
tecture, large memory, and/or high bandwidth.

SUMMARY

The present invention is a system and method for enhanc-
ing low light video imaging that reduces noise and image
blurs, especially in a low light environment, by spatial video
processing, temporal video processing or a combination
thereof.

In some embodiments, the present invention is a method
for improving quality of low light video images. The method
includes: receiving a current video frame; generating a refer-
ence video frame from the received current video frame and
one or more previous or future video frames; computing a
metric to determine the likelihood of a pixel to correspond to
stationary regions and moving regions in the received current
video frame from the generated reference frame; computing a
weight matrix from the received current video frame and the
generated reference frame, wherein the weight matrix
includes higher weight factors for the stationary regions and
lower weight factors for the moving regions, in the received
current video frame; and calculating a temporal video frame
by applying the weight matrix with higher and lower weight
factors to the received current video frame and the generated
reference frame.

In some embodiments, the present invention is a method
for improving the quality of low light video images. The
method includes: receiving a current video frame; generating
a reference video frame from the received current video
frame; computing a metric to determine the likelihood of a
pixel to correspond to smooth image regions and non-smooth
image regions in the received current video frame by com-
paring the generated reference frame and the received current
video frame; computing a weight matrix from the received
current video frame and the generated reference frame,
wherein the weight matrix includes higher weight factors for
the smooth image regions and lower weight factors for the
non-smooth image regions, in the received current video
frame; and calculating a spatial video frame by applying the
weight matrix with higher and lower weight factors to the
received current video frame and the generated reference
frame.

In some embodiments, the present invention is a method
for improving quality of low light video images. The method
includes: receiving a current video frame; identifying moving
rigid objects in the received current video frame from the
current video frame and a previous or future video frame;
selecting one or more cardinal pixels in each identified mov-
ing rigid object in the received current video frame; identify-
ing a patch around each cardinal pixel, in the received current
video frame; calculating a matched patch in the previous or
future video frame for each identified patch matching said
each identified patch; defining a location of the cardinal pixel
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of' each matched patch in the previous or future video frame;
identifying matched rigid objects in the previous or future
video frame corresponding to each defined location of each
cardinal pixel; and extracting each identified matched rigid
moving object from the previous or future frame and process-
ing each of the extracted matched rigid moving objects with a
corresponding rigid object in the received current video frame
to generate an improved quality video image frame.

In some embodiments, the present invention is a method
for improving quality of low light video images. The method
includes: receiving a current video frame; temporally enhanc-
ing the received video frame by applying a first weight matrix
including higher weight factors for stationary regions and
lower weight factors for moving regions in the received cur-
rent video frame to the received current video frame and a
reference frame, to generate an enhanced temporal video
frame; spatially enhancing the enhanced temporal video
frame by applying a second weight matrix including higher
weight factors for smooth regions and lower weight factors
for non-smooth regions, in the enhanced temporal video
frame, to generate an enhanced spatial video frame; and
motion enhancing the enhanced temporal video frame by
extracting matched rigid moving object in a previous or future
frame and processing each of the extracted matched rigid
moving objects with a corresponding rigid object in the
enhanced temporal or spatial or raw current video frame to
generate an improved quality video image frame.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an exemplary block diagram for a temporal
enhancement module, according to some embodiments of the
present invention.

FIG. 2 is an exemplary process flow for temporal enhance-
ment, according to some embodiments of the present inven-
tion.

FIG. 3 is an exemplary block diagram for a spatial enhance-
ment module, according to some embodiments of the present
invention.

FIG. 4 is an exemplary process flow for spatial enhance-
ment, according to some embodiments of the present inven-
tion.

FIG. 5 is an exemplary block diagram for a motion
enhancement module, according to some embodiments of the
present invention.

FIG. 6 is an exemplary process flow for motion enhance-
ment, according to some embodiments of the present inven-
tion.

FIG. 7 is an exemplary block diagram for a video image
enhancement module, according to some embodiments of the
present invention.

FIG. 8 is an exemplary diagram depicting an extracted
object and its cardinal pixel in a current and a previous video
frame.

DETAIL DESCRIPTION

In some embodiments, the present invention is a system
and method for spatio temporal enhancement of low light
video images. The invention minimizes motion blur and edge
blur with weights (for example, using a weight matrix)
instead of performing computationally expensive patch pro-
cessing for each pixel. Furthermore, to reduce noise in pixels
with motion, the invention identifies rigid moving objects in
an image frame and processes those rigid objects with corre-
sponding rigid objects in other frames of the video. According
to the invention, a rigid moving object is a collection of pixels
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that move in unison. In other words, individual pixels within
arigid object exhibit similar motion vectors. This rigid object
processing allows denoising of moving objects with dozens
(instead of millions) of patches.

In some embodiments, the present invention generates the
denoised images from only two image frames, that is, the
current image frame and a reference (e.g., previous or future
or a combination of both) image frame, in contrast to the
conventional methods that require several different image
frames. The reference frame encodes information from mul-
tiple previous or future frames. In some embodiments, the
reference frame could be a weighted average of the multiple
previous or future frames. In some embodiments, the refer-
ence frame could be computed from other mathematical
operations to compress multiple previous or future frames
into a single frame.

In some embodiments, the present invention operates
before traditional video processing steps such as defect cor-
rection, demosaicking, white balancing, color correction,
gamma correction, and compression to avoid suboptimal
quality enhancement. These video processing steps may alter
pixel values differently in different frames in ways that could
alter the probability distribution of noise. The invention also
compensates for signal dependent (shot) noise. Shot noise
increases with signal intensity, leading to higher noise stan-
dard deviations in bright regions of image compared to noise
standard deviations in dark regions of the image. As a result,
in a low-light scene, bright stationary regions are more likely
to be misinterpreted as motion than dark regions. Some
embodiments of the current invention compensate for shot
noise by taking its statistics into account during the compu-
tation of weights.

FIG. 1 is an exemplary block diagram for a temporal
enhancement module, according to some embodiments of the
present invention. As shown, a temporal enhancement mod-
ule 10 includes a temporal reference computation module 12,
a likelihood of pixel motion computation module 14, a tem-
poral weight computation module 16 and a temporal process-
ing module 18. These modules may be implemented in soft-
ware, firmware, dedicated hardware or a combination thereof.
For example one or more modules may be implemented in
software executed by a general or special purpose computer,
one or more modules may be implemented in firmware
executed by one or more processors, and/or one or more
modules may be implemented in hardware using integrated
circuit or other types of electronic circuits.

The temporal reference computation module 12 takes the
incoming video signal as its input and generates a temporal
video frame reference to be outputted to the likelihood of
pixel motion computation module 14. The video frame input
may be coming from one or more image sensor (before or
after some image processing), from spatial enhancement
module 30 of FIG. 3, or from the motion enhancement mod-
ule 50 of FIG. 5. The likelihood of pixel motion computation
module 14 then generates a likelihood matrix representing the
likelihood that a group of pixels have moved in the current
video frame. The temporal weight computation module 16
utilizes the likelihood of pixel motion to generate a weight
matrix. The weight matrix includes higher weight factors for
the stationary regions (pixels) and lower weight factors for the
moving regions (pixels), in the received current video frame.
The temporal processing module 18 then calculates an
enhanced video frame by applying the weight matrix with
higher and lower weight factors to the received current video
frame and the generated reference frame. That is, it applies
the higher weight factors to the stationary regions (pixels) and
lower weight factors to the moving regions (pixels), in the
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received current video frame. This way, since weights (for
example, a weight matrix) replace thresholds to separate
noise from motion, no temporal artifacts are introduced,
according to the present invention.

FIG. 2 is an exemplary process flow for temporal enhance-
ment, according to some embodiments of the present inven-
tion. As shown in block 20, a (current) video frame is
received. The video frame may have already been processed
by various known image processing techniques to enhance
the raw video generated by the image sensors. In block 22, a
reference video frame is generated from the received current
video frame and one or more previous or future video frames.
One or more previous or future video frames are stored in a
memory buffer to be used to generate the reference frame.
The reference video frame is then stored or buffered in a
memory. In block 24, a metric is computed to determine the
likelihood of a pixel corresponding to stationary regions and
moving regions in the received current video frame from the
generated reference frame. In some embodiments, the likeli-
hood metric may be the absolute difference of a smoothened
current frame and a smoothened reference frame. In some
embodiments, the likelihood metric may involve other math-
ematical operations to generate a high metric value when a
reference frame pixel is much different than its corresponding
current frame pixel, and low metric value when the reference
frame pixel is similar to its corresponding current frame pixel.

A weight matrix is then generated from the received cur-
rent video frame and the generated reference frame, as
depicted in block 26. The weight matrix includes higher
weight factors for the stationary regions and lower weight
factors for the moving regions, in the received current video
frame. Processing the current and reference frames with such
a weight matrix allows noise reduction without incurring
motion blur. The magnitude of a pixel’s weight matrix value
is related to the extent of information being used from the
reference frame. When the weight value is high, more infor-
mation from the reference frame is used, leading to superior
noise reduction. On the other hand, when the weight value is
low, less information from the reference frame is used, lead-
ing to decreased motion blur.

In block 28, an enhanced temporal video frame is calcu-
lated by applying the weight matrix with higher and lower
weight factors to the received current video frame and the
generated reference frame. In doing so, enhanced images
with reduced noise and reduced motion blur are created. Such
enhanced images allow better resolvability of fine details in a
high resolution scene. Further, they also allow better video
compression due to reduced noise. When compared to tradi-
tional images, these enhanced images allow transmitting
higher quality video at the same bitrate or using lower bitrate
to transfer similar quality video. In some embodiments, only
storage or buffering of two frames is required, that is the
current frame and the reference frame to generate an
enhanced temporal frame.

In some embodiments, the enhanced temporal video frame
may be calculated according to the following equations.
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Ii=l;r=1 3)
1 1
c+h LS|
1+8
H, =1 1(b,b) )
Hy =1, %1(b, b) 5)

where I, is the enhanced temporal frame, 1. is the current
frame, I, is the temporal reference frame, W, is the temporal
weight matrix, § is the temporal reference weight, t is the
frame index, 0 is a raiser, H_is the smoothened current frame,
1 is a matrix of ones, and H,, is the smoothened reference
frame.

In some embodiments, the reference video frame is gener-
ated by weighted averaging of the current video frame with
the previous or future video frame. In some embodiments, the
likelihood metric is computed by finding the difference
between the current video frame and the reference frame. In
some embodiments, the weight matrix is computed by finding
the inverse of the likelihood metric. In some embodiments,
the temporal video frame is calculated by weighted averaging
the current video frame and the reference frame by using the
weight matrix.

FIG. 3 is an exemplary block diagram for a spatial enhance-
ment module, according to some embodiments of the present
invention. As illustrated, a spatial enhancement module 30
includes a spatial reference computation module 32, a likeli-
hood of pixel non-smoothness computation module 36, a
spatial weight computation module 36 and a spatial process-
ing module 38. Similar to those modules depicted in FIG. 1,
these modules may be implemented in software, firmware,
dedicated hardware or a combination thereof. For example
one or more modules may be implemented in software
executed by a general or special purpose computer, one or
more modules may be implemented in firmware executed by
one or more processors, and/or one or more modules may be
implemented in hardware using integrated circuit or other
types of electronic circuits.

The spatial reference computation module 32 takes the
incoming video signal as its input and generates a spatial
video frame reference to be outputted to the likelihood of
pixel smoothness computation module 34. The video frame
input may be coming from one or more image sensors (for
example, before or after some image processing), from tem-
poral enhancement module 10 of FIG. 1, or from the motion
enhancement module 50 of FIG. 5. The likelihood of pixel
smoothness computation module 34 then generates a likeli-
hood matrix representing the likelihood for a pixel to be
present in a smooth region of the current video frame. In some
embodiments, this likelihood may be computed as an abso-
lute difference between a pixel in the current frame and the
spatial reference frame. If a pixel is present in a smooth
region, its likelihood value is low. Alternatively, if a pixel is
located in a non-smooth region, it’s likelihood value is high.
In some embodiments, other mathematical operations could
be performed on the current frame and a reference frame to
achieve the above mentioned behavior for the likelihood
matrix.

The spatial weight computation module 36 utilizes the
likelihood of pixel non-smoothness to generate a weight
matrix. The weight matrix includes higher weight factors for
the smooth image regions (pixels) and lower weight factors
for the non-smooth image regions (pixels), in the received
current video frame. The spatial processing module 38 then
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calculates an enhanced video frame by applying the weight
matrix with higher and lower weight factors to the received
current video frame and the generated reference frame. That
is, it applies the higher weight factors to the smooth regions
(pixels) and lower weight factors to the non-smooth regions
(pixels), in the received current video frame.

FIG. 4 is an exemplary process flow for spatial enhance-
ment, according to some embodiments of the present inven-
tion. As shown in block 40, a (current) video frame is
received. Again, if the video frame is coming from the image
sensors, the video frame may have already been processed by
various known image processing techniques to enhance the
raw video generated by the image sensors. A reference video
frame is then generated from the received current video
frame, in block 42. In block 44, a metric is computed to
determine the likelihood of a pixel to correspond to smooth
image regions and non-smooth image regions in the received
current video frame. This may be accomplished by compar-
ing the reference frame and the received current video frame.
For example, this likelihood may be computed as an absolute
difference between a pixel in the current frame and the spatial
reference frame.

Inblock 46, a weight matrix is computed from the received
current video frame and the generated reference frame by
using the non-smoothness likelihood matrix. The weight
matrix includes higher weight factors for the identified
smooth image regions and lower weight factors for the iden-
tified non-smooth image regions, in the received current
video frame. This enables minimizing noise in smooth
regions of the image, without causing edges in images to
appear blurred. The magnitude of a pixel’s weight matrix
value is related to the extent of information being used from
the reference frame. When the weight value is high, more
information from the reference frame is used, leading to
superior noise reduction. On the other hand, when the weight
value is low, less information from the reference frame is
used, leading to decreased edge blur.

In block 48, an enhanced video frame is computed by
applying the weight matrix with higher and lower weight
factors to the received current video frame and the generated
reference frame. In doing so, enhanced images with reduced
noise and reduced edge blur are created. Such enhanced
images allow better resolvability of fine details in a high
resolution scene. Further, they also allow better video com-
pression due to reduced noise. When compared to traditional
images, these enhanced images allow transmitting higher
quality video at the same bitrate or using lower bitrate to
transfer similar quality video.

In some embodiments, the enhanced spatial video frame
may be calculated according to the following equations.

/= Io + Wl (6)
ST l+aW,
Vi (7
Wy= ——"—
[le = Il +6
Is = I+ 1(b, b) (3)

where I is the enhanced spatial frame, I_ is the current
frame, 1., is the spatial reference frame, W, is the spatial
weight matrix, a is the spatial reference weight, 1 is a matrix
of ones, and 9 is a raiser.

In some embodiments, the reference video frame may be
generated by low-pass filtering the current video frame. In
some embodiments, the likelihood metric is determined by
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finding the difference between the current video frame and
the reference frame. In some embodiments, the weight matrix
is determined by finding the inverse of the likelihood metric.
In some embodiments, the spatial video frame is calculated
by weighted averaging the current video frame and the refer-
ence frame by using the weight matrix.

FIG. 5 is an exemplary block diagram for a motion
enhancement module, according to some embodiments of the
present invention. As depicted, a motion enhancement mod-
ule 50 includes a rigid moving objects module 52, a match
patch module 54, an extract module 56 and a motion enhance-
ment module 58. Similar to those modules depicted in FIGS.
1 and 3, these modules may be implemented in software,
firmware, dedicated hardware or a combination thereof. The
rigid moving objects module 52 identifies rigid objects in the
received frame that are determined to have moved. In a video
sequence of moving objects, motion vectors of all pixels in
the video are typically not independent. By decomposing
moving objects in a scene into a small number of rigid objects,
with each rigid object encompassing a set of pixels with
similar motion vectors, computational complexity can be
greatly reduced from one patch based matching per pixel to
one patch based processing to a collection of pixels in the
rigid object.

In some embodiments, rigid objects may be selected from
the difference between a smoothened current frame and a
smoothened previous or future frame in the video sequence.
Although video frames can exhibit many such rigid objects
(for example, in a scene with heavy motion), our invention
takes into account that noise improvement is observable only
in big rigid objects that encompasses many pixels. In some
embodiments, only such large rigid objects are selected for
processing. Typically, such rigid object processing allows
denoising of moving objects with dozens of patches, instead
of' millions of patches in a megapixel video. The match patch
module 54 then matches patches from the identified moving
rigid objects with corresponding patches of the previous or
future video frame. Once a rigid object is selected for pro-
cessing in the current frame, one or more cardinal pixels are
chosen in it. A small patch of pixels around the cardinal pixels
is considered for patch-based matching with a previous or
future frame.

In some embodiments, one of the cardinal pixels could be
the centroid of the rigid object. The number of patch-based
matching per rigid object is much smaller than the number of
pixels in a rigid object, leading to reduction in computational
complexity than patched-based processing of all pixels in the
image. The video frame input may be coming from one or
more image sensors (for example, before or after some basic
image processing), from temporal enhancement module 10 of
FIG. 1, or from the spatial enhancement module 30 of FIG. 3.

The extract module 56 then extracts the matched rigid
objects from the previous or future video frame. Once a match
for the cardinal points in the current frames is found in a
previous or future frame, their encompassing rigid objects are
extracted from the previous or future frame by using geomet-
ric information from the current frame. Since the spatial
extent of a rigid object around its cardinal point is known in
the current frame, this information is used to extract a corre-
sponding rigid object in the previous or future frame. The
extracted rigid object from the previous or future frame may
be used for processing with its corresponding rigid object in
the current frame for reducing noise. The motion enhance-
ment module 58 then processes the corresponding rigid
objects from the current and previous or future frames. After
processing, image quality of the rigid object is enhanced due
to reduction of noise. In some embodiments, processing may
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involve weighted averaging of rigid object from the current
frame with the rigid object extracted from the previous or
future frame.

FIG. 6 is an exemplary process flow for motion enhance-
ment, according to some embodiments of the present inven-
tion. As shown in block 602, a (current) video frame is
received. Once again, if the video frame is coming from one
or more image sensors, the video frame may have already
been processed by various known image processing tech-
niques to enhance the raw video generated by the image
sensors. In block 604, moving rigid objects in the received
current video frame are identified from the current video
frame and a previous video frame. In block 606, one or more
cardinal pixels are selected in each identified moving rigid
object in the received current video frame. Cardinal pixels are
meant to provide a robust motion vector for the rigid object.
Multiple cardinal pixels may be selected to increase robust-
ness. Cardinal pixels are typically selected so that they rep-
resent the entire geometrical region of the rigid object. In
some embodiments, the cardinal pixel may be a centroid pixel
of' the rigid object. In some embodiments, a rigid object may
be divided-in to two or more sub-regions, and the centroid of
each sub-region may be considered as a cardinal pixel of the
rigid object.

A patch around each cardinal pixel is then identified, in the
received current video frame, in block 608. A patch may
consist of two or more pixels in both horizontal and vertical
dimensions that capture sufficient amount of spatial varia-
tions necessary for patch matching. In some embodiments,
the size of the patch may be a constant. In some embodiments,
the size of the patch may depend on the amount of spatial
variation in the rigid object. For example, patch sizes could be
smaller for rigid objects with a lot of spatial texture and patch
sizes could be larger for rigid objects with fewer spatial tex-
ture. In block 610, a matched patch is calculated in the pre-
vious or future video frame for each identified patch. The
location of the cardinal pixel of each matched patch is then
defined in the previous or future video frame, in block 612. In
block 614, matched rigid objects in the previous or future
video frame corresponding to each defined location of each
cardinal pixel are identified. These identified matched rigid
objects in the previous or future frame represent how the rigid
object in the current frame was imaged at a previous or future
time.

FIG. 8 is an exemplary diagram depicting an extracted
object and its cardinal pixel in a current and a previous video
frame. As shown, a rigid moving object is identified in the
current frame. A cardinal pixel is located in the rigid object. A
small patch around the cardinal pixel is selected in the current
frame and matched with the previous frame. The matched
cardinal point in the previous frame represents the position of
best match for the patch in the current frame. By using geo-
metrical size and shape information from the current frame, a
corresponding rigid object is extracted from the previous
frame. This extracted rigid object from the previous frame is
processed with the rigid object in the current frame to reduce
noise.

Referring back to FIG. 6, in block 616, each identified
matched rigid moving object is extracted from the previous or
future frame and processed with a corresponding rigid object
in the received current video frame to generate an improved
quality video image frame, in block 618. The processing of a
rigid object of in the current frame with its corresponding
rigid object in the previous or future frame enhances signal
while averaging out noise, leading to an enhancement in
image quality.

25

40

45

10

In some embodiments, the moving rigid objects are iden-
tified by finding the difference between the current video
frame and the previous or future video frame. In some
embodiments, the cardinal pixels are selected by dividing
rigid objects into two or more smaller regions. In some
embodiments, the patch around each cardinal pixel is identi-
fied by determining an amount of spatial variation in the rigid
object.

In some embodiments, the matched patch is calculated by
finding the difference between a patch in the current frame
with similarly sized patches in the previous or future frames.
In some embodiments, the location of the cardinal pixel of
each matched patch in the previous or future video frame is
identified by finding a pixel in a center of the matched patch.
In some embodiments, the matched rigid object in the previ-
ous or future video frame is identified by using geometric size
or shape information about the rigid object in the current
frame. In some embodiments, the processing of the rigid
object from the current frame is performed by weighted aver-
aging of the rigid object from the current frame and the rigid
object from the previous or future frame.

FIG. 7 is an exemplary block diagram for a video image
enhancement module, according to some embodiments of the
present invention. As shown, a video image enhancement
module 70 includes a temporal enhancement module 72, a
spatial enhancement module 74, and a motion enhancement
module 76 in series. The temporal enhancement module 72
temporally enhances the received video frame by applying a
first weight matrix including higher weight factors for sta-
tionary regions and lower weight factors for moving regions
in the received current video frame to the received current
video frame and a reference frame, to generate an enhanced
temporal video frame. The spatial enhancement module 74
spatially enhances the enhanced temporal video frame by
applying a second weight matrix including higher weight
factors for smooth regions and lower weight factors for non-
smooth regions, in the enhanced temporal video frame, to
generate an enhanced spatial video frame. The motion
enhancement module 76 further improves the enhanced spa-
tial video frame by extracting matched rigid moving objects
in a previous or future frame and processing each of the
extracted matched rigid moving objects with a corresponding
rigid object in the enhanced spatial video frame to generate an
improved quality video image frame.

Although, the order of the modules depicted in FIG. 7 are
module 72, module 74 and module 76, in these embodiments,
the present invention is not limited to the depicted order and
the module 72, 74 and 76 may be arrange in any other order.
This way, the temporal enhancement module 72 temporally
enhances the video image by reducing noise and reducing
motion blur, the spatial enhancement module 74 spatially
enhances the video image by reducing noise and reducing
edge blur, and the motion enhancement module 76 enhances
the motion components of the video image by reducing noise
in moving regions.

It will be recognized by those skilled in the art that various
modifications may be made to the illustrated and other
embodiments of the invention described above, without
departing from the broad inventive scope thereof. It will be
understood therefore that the invention is not limited to the
particular embodiments or arrangements disclosed, but is
rather intended to cover any changes, adaptations or modifi-
cations which are within the scope and spirit of the invention
as defined by the appended claims.
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What is claimed is:
1. A method for improving quality of low light video
images, the method comprising:

receiving a current video frame;

generating a reference video frame from the received cur-
rent video frame, the reference frame including smooth
image regions and non-smooth image regions;

computing a likelihood metric to determine the likelihood
of a pixel to correspond to smooth image regions and
non-smooth image regions in the received current video
frame by comparing the generated reference frame and
the received current video frame;

computing a weight matrix from the received current video
frame and the generated reference frame to minimize
edge blur in non-smooth image regions, wherein the
weight matrix includes higher weight factors for the
smooth image regions and lower weight factors for the
non-smooth image regions, in the received current video
frame; and
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calculating a spatial video frame by applying the weight
matrix with higher and lower weight factors to the
received current video frame and the generated refer-
ence frame.

2. The method of claim 1, wherein generating a reference
video frame further comprises low-pass filtering the current
video frame.

3. The method of claim 1, wherein computing a likelihood
metric further comprises finding the difference between the
current video frame and the reference frame.

4. The method of claim 3, wherein computing a weight
matrix further comprises finding an inverse of the likelihood
metric.

5. The method of claim 1, wherein calculating a spatial
video frame further comprises weighted averaging the current
video frame and the reference frame by using the weight
matrix.



